
Navigating Ethical AI Research Using   
Responsible Research and Innovation (RRI) Cards 

November 14, 3 to 5 p.m. Malone 228 
with Pepita Barnard, PhD and John Robert Bautista, PhD 

Thinking about how you can responsibly and ethically conduct AI research? There is real benefit to being 
equipped with Responsible Research and Innovation (RRI) skills and knowledge; however, few learning 
resources are available at present. This workshop helps fill the gap in providing the knowledge and skills 
necessary for RRI competency. This “hands-on” experience of using RRI Prompts and Practice Cards 
involves card-sorting exercises to support your engagement with high level elements of RRI. Join us to 
learn more! 

Responsible Research and Innovation (RRI) Prompts and Practice Cards have been designed for researchers 
and innovators. They can be applied to project planning or used to reflect on an ongoing or completed  
project; they can easily support civic and governmental engagement activities. See bit.ly/49cSSZ2 for 
more information. The event will consist of a short talk, followed by practice using the cards in small 
groups; if you do not have a specific project in mind to use in practice, we can work with themes instead. 

Dr. Pepita Barnard is a Human Factors Research Fellow at Horizon Digital Economy Research Institute with the Trustworthy 
Autonomous Systems (TAS) Hub and the new Responsible AI UK program at the University of Nottingham. With her clinical 
experience and managerial roles at the National Health Service, Dr. Barnard’s research and design practices focus on techno-
logical applications for personal care, public health, and social good. Collaborating with universities in the UK and US (includ-
ing Good Systems at UT Austin), she explores human responses to technology in various environments, focusing on issues of 
trust, privacy, and recovery from failures. 

Dr. John Robert Bautista is a Boyvey Postdoctoral Fellow and Provost’s Early Career Research Fellow at the School of Infor-
mation, the University of Texas at Austin. His research aims to design, develop, and deploy health information technologies 
that are efficient, effective, and ethical. He is the co-investigator of two TAS-Hub- and UT Good Systems-funded projects 
(MACAIF and TAME-Pain) that focus on developing trustworthy AI in health care. 

JHU host and contact: 
Anqi Liu (aliu@cs.jhu.edu) 
Assistant Professor 
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